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Abstract: In this manuscript recognition cardio vascular disease (CVD) is detected based on sand piper 

optimized with Enhanced KNN classifier is proposed. In this method the images are taken from the various 

data sets of the cardiac images are taken to excerpt the features of the images calculated using left ventricle 

(LV), end – diastolic volume (LVEDV), and end–systolic volume (LVSEV). In this proposed algorithm 

shows the optimal accuracy and computational performance for myocardial mass, wall thickness, left 

ventricle (LV) and right ventricle (RV) volume and ejection fraction (EF). The accuracy of the proposed 

Enhanced KNN classifier and Sand Piper Optimization (SPO) algorithmmethod shows the accuracy 6.45%, 

sensitivity shows 7.65%, Specificity shows 3.67%.F-measure shows the 12.56%, Recall shows the 7.89%, 

shows higher outputs when comparing with existing methods like Random Forest Classifier (RFC) and 

principle component analysis (PCA) respectively. 

 
Keywords: Cardiovascular diseases (CVD), Magnetic resonance image (MRI), Sandpiper optimization 

algorithm, Enhanced KNN classifier. 

 

 

1. INTRODUCTION  

 
Currently heart disease is the main problem and it will cause 

death rate also high [1]. Coronary artery disease (CAD) [2], 

like angina and dead myocardial tissue [3,4], cause heart 

attack, stroke, heart disappointment, cardiac arrhythmia, 

hypertensive coronary disease, cardiomyopathy, coronary 

artery disease rheumatic disease, congenital coronary artery 

disease, aortic aneurysms, coronary valvular disease, 

carditis, venous thrombosis, thromboembolic disease and 

peripheral disease provide path disease to integrate into 
CVD [5].In Cardiovascular disease(CVD) [6] two groups of 

disease are analyzed using modals in coronary artery 

disease, they are invasive and non–invasive methods[7,8]. 

The images in catheter- based fit to invasive techniques [9, 

10] and the images in the non-catheter- based belongs to the 

non- invasive image model [11,12]. In certain clinical cases, 

multiple images are obtained in dissimilar points in time or 

from different points of view [13, 14].  

Automated Detection of Cardio Vascular 

Disease using Enhanced KNN classifier 

based on Sand Piper Optimization 

Algorithm 
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The ML and AI methods are conceivable to sustenance 

doctors to analyze and to compute accurate value of the 

patient in time [15,16]. These approaches can recover the 

ability of doctors and researchers to recognize and then 

examine the basic difference that cause disease. These 

procedures collected from conventional algorithms like 

Support Vector Machine (SVM), Neural Network (NN), and 
deep learning algorithms as Convolution Neural Network 

(CNN).These algorithms prime to numerous levels of 

concept, image and data routinely from huge set of images 

that demonstrate the preferred performance of figures [17].  

The main objective of this manuscript sand piper 

algorithm is proposed to optimize Cardio vascular disease. 

In this segmenting process the heart image is taken from 

cardio vascular magnetic resonance imaging (MRI) and 

approximations from the specific dataset is intended using 

left ventricle (LV), end – diastolic volume (LVEDV), and 

end- systolic volume (RVESV) [18].  

The major contributions of this manuscript are 
summarized below: 

 Here, an automatic CMR image examination, 

utilise an Enhanced KNN based Sand Piper 

Optimized [19] Algorithm is proposed.  

 The efficiency of the system has been appraised 

with a number of mechanical metrics, involving 

Dice metric, mean contour and Hausdorff distance, 

and clinically relevant measures with LV, RVEDV 

and RVESV [20].  

Remaining manuscript is mentioned as below. The 

Literature survey is described in section 2. Section 3 A 
proposed Segmentation methods based on sand piper 

optimized Enhanced KNN classifier for cardiovascular 

disease (CVD). Result and discussion are suggested on 

section 4 and at last, Section 5 concludes the manuscript. 

2. LITERATURE SURVEY 

 

In 2017, Mai et.al [21] introduced improved wearable and 

mobile technology interventions for diminishing sedentary 

behavior and heart problems. It was used to estimate the 

efficiency of enhanced experience interferences aimed at 

eliminating sedentary behavior (SB) on healthy adults and 

to observe the behavior change techniques (BCT) utilized. 
The experimental results show that the gears of mobile and 

wearable technology caused an average reduction of -41.28 

min per day (min / day). 

In 2019, Srivastava et.al [22] presented effective 

prediction of heart disease with hybrid machine learning 

techniques. This method was used to predict the important 

structures by using machine learning systems that allow the 

precision on calculation of cardiovascular diseases to be 

tamed. The experimental results show that accuracy level of 

88.7% performed by prediction model of heart disease 

through the hybrid random forest with linear model 
(HRFLM). 

In 2020, Acharya et.al [23] have presented a deep 

genetic set of classifiers for the detection of arrhythmias 

with ECG signals. This method was used to implement a 

three-layer (48 + 4 + 1) deep genetic ensemble of classifiers 

(DGEC). The advanced technique was a hybrid associating 

(1) joint learning, (2) deep learning, and (3) evolutionary 

computing. The developed DGEC system achieved a 

recognition of accuracy = 99.37%, specificity = 99.66% 
with single sample classification time = 0.8736 (s) in the 

detection of 17 ECG classes of arrhythmia. 

In 2017, Mahdi, et.al [24] has presented a feature-based 

classifier and convolutional neural networks for detecting 

arrhythmias of short ECG segments. This method was used 

to implement the cardiovascular diseases using atrial 

fibrillation (AF) was extensive and exclusive. Then the 

experimental results show that convolutional neural network 

scored 72.1% in improved database and 83% in the test set. 

In 2017, Asl et al [25] have presented an automated 

diagnosis of patients with coronary artery disease (CAD) 

with optimized SVM. This technique was used to 
implement the method for automatic examination of 

ordinary and coronary artery disease conditions by heart rate 

variability (HRV) signal removed as electrocardiogram 

(ECG). The principal component analysis (PCA) was 

applied for decreasing the number of features. The Support 

Vector Machine (SVM) classifier has been used for 

classifying two classes of data with extracted distinctive 

features. 

In 2017, Wang et al [26] have presented a Detection of 

cardiovascular diseases from mammograms with deep 

learning. Coronary artery disease mainly affect the women 
to diagnose this disease Breast arterial calcifications 

(BACs), method was used. The result of this method shows 

linear regression with a coefficient of determination of 

96.24%.  

 

3.  PROPOSED DETECTION METHOD BASED ON 

SAND PIPER OPTIMIZED ENHANCED KNN 

CLASSIFIER FOR CARDIOVASCULAR DISEASE 

(CVD)  

 

In this section Detection method based on sand piper 

optimized Enhanced KNN classifier is explicated for the 
detection of CVD using MRI image. From figure 1 shows 

the block diagram for detecting the cardiovascular disease, 

the Left ventricle and right ventricle cardiac image is taken 

as the input and the image is taken by the process of 

magnetic resonance image (MRI) method. In this the input 

image is used to detect the cardio vascular disease (CVD) in 

the heart and to analyzes in the feature extraction. Then 

feature extraction process is takes place by using the sand 

piper optimized fully deep convolutional neural network. 

This process is used to detect the diseases in the heart. In 

this, a cavity is detected in the input image and then the 
image is partioned into a series of semantically or 

automatically significant regions, interms of quantitative 

measures that may be removed like myocardial mass, wall 
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thickness, LV volume, RV volume, and ejection fraction 

(EF), so on. To detect CVD in heart the existing method 

shows less accuracy, to get more accuracy Enhance KNN 

classifier is used. Then to get more optimal solution the 

optimization problem sandpiper optimization algorithm 

(SPO) is proposed. 

Feature Extracxtion

Detection using 

Sandpiper 

Optimized 

Enhanced KNN 

classifier

Input 

cardiac 

MRI image

CVD 

detection  

Output

Left 

Ventricle

Right 

Ventricle

CVD 

detection 

output LV

CVD 

detection 

output RV

 

Figure 1: Block diagram for the detection of cardiovascular 

disease (CVD) 

 

Enhanced KNN classifier model has two methods namely 

training and testing stages to test the cardiac image data. To 

test the image, cardiac images are taken to detect the 

Cardiovascular disease (CVD) and the images are cropped 

center by utilizing 256 × 256 pixel dimensions. The cardiac 

magnetic resonance image introduces a dataset with heart 

and the circulatory tissues of the human body. To decrease 

the computational difficulty in time and to recover the 

accuracy. In this find the location of LV and RV. Here to 

decrease the computational difficulty in the input image size 

that is 256256 after reducing the image size then 

consider 6464  it is the input.  

Then observe the pixel coordinates of the top left and the 

bottom right of the images is ]1,1[  and ]64,64[ . Then the 

convolved MRI imagecharacter computes the value is 

denoted in equation 1 
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In this ][ai  represents the a-th component of vector I and 

],[ bawo signifies the component a-th row and b-th column of 

matrix I. 
Then the convolved characteristics of the image does 

not crash with neighbors through size 66  is calculated as  
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Then the output can be calculated as the original cardio 

multi resonance image 256256  is up sampled to 3232 . 

 

3.1 Enhanced K-Nearest Neighbor classifier (EKNN) 

 

In this Enhanced KNN classifiers are used to determine the 

training set of cardiac images. In this process the trained 

images are calculated by using the n and m image features. 
Then the image features are calculated as 
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Where D represents the class center in the measured V

diministic features space, r is the number of examples in the 

class, j
wN  is the data of 

thj  dimension of the thw  example. 

Then the strength of the item iL  is formulated as 
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Where )( iLJH  represents the strength of the item iL , and it 

is the weight average of two values. And it is the strength of 

the image in the class and it is denoted as )( iA LJH . Then 

the image is close to each other and it is denoted as 

)( iB LJH . and are the weighting factors to calculate the 

computational complexity respectively. Then the )( iA LJH  

and )( iB LJH is calculated as 

 






Mi mi
iA

LLEDIST
LJH

),(

1
)(          (6) 

 






Mi i
iB

DLEDIST
LJH

),(

1
)(          (7) 

Where 




Mi mi
iA

LLEDIST
LJH

),(

1
)(  is the computational 



13           Received on Aug 2020  

 
 

                  Journal of Soft Computing and Engineering Applications, Vol. 1, No. 3, 2020              

complexity and 
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)(  is the cost 

time of image complexity. Then the Euclidian distance with 

in the image MiandLL  are represented by the below 

equations such as  
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Where j
aO  and 

j
bO  is the value of the 

thj  dimension of the 

points aO  and 
bO  in the v dimensional feature space. Then 

the computation complexity and time are calculated as by 

substituting equation 5 in 8 and it is given as 
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Equation 9 is known as the computational complexity and 

time cost. The faults in the Enhanced KNN classifier are, it 

requires more recall expenditures when large amount of data 

is to be in progress. The myocardial infraction for Enhanced 

KNN classifier shows the accuracy 0.67%. To get more 

accuracy and optimization technique is proposed in 

sandpiper optimization algorithm technique. 

In this Sandpiper optimization (SPO) algorithm is 

proposed to decrease the cardiovascular disease (CVD) and 

to reduce the death of the human being. CVD is most 
dangerous disease and can stop the human life. Coronary 

artery diseases (CAD) like angina and dead myocardial 

tissue cause heart attack, stroke, heart disappointment, 

cardiac arrhythmia, hypertensive coronary disease, 

cardiomyopathy, rheumatic coronary disease, congenital 

coronary disease, aortic aneurysms, Coronary valvular 

disease, carditis, venous thrombosis, thromboembolic 

disease and peripheral disease provide a route of integration 

in CVD. While detecting Cardiovascular disease (CVD) 

using MRI image segmentation causes dangerous or serious 

process in real life heart cardiovascular performance 

metrices. To overcome the cardiovascular problem in 
human heart here proposed a novel algorithm called sand 

piper optimization algorithm. This algorithm is used to 

solve the above problem and give challenge to the real-life 

problems. Using sandpiper algorithm can find the causes of 

attacking behavior of the human body. This algorithm is 

used to execute by using two processes such as highlight 

intensification and diversification of the searching area. In 

this algorithm the experimental result shows the 

computational difficulty and convergence performance is 

calculated. Then sand piper algorithm use machine – 

learning algorithm to enhance the real-life results. It will 

reduce the costs, danger, and increase the reliabilities.  

 

1 Step by Step procedure 

In this section have to discuss the segmentation process in 

medical images using Sandpiper algorithm reduce the 

cardiovascular diseases during the segmentation process. 

The step-by-step procedure shows the inspiration and 
computational representation of the proposed algorithm. 

This method is used to enhance the diagnosis and treatment 

of cardiac diseases and to reduce the death rate of CVD. 

This algorithm is calculated by using the distinct positions. 

Sandpipers may attack the particular position of the image 

and given to real life. This algorithm estimates the 

movement of the image from one position to another, during 

this process sand piper algorithm is used to clarify the 

distance. The proposed sandpiper optimization algorithm 

shows step by step procedure to solve the CVD is as 

follows: 

 

Step 1: Initialization 

Initialize the initial position of sandpipers to detect the MRI 

image and to find the cardiovascular disease from the heart, 

and detect the faults of this disease. Sand piper optimization 

algorithm is proposed to get optimized values with greater 

accuracy. During this movement’s error may occur to 

minimize that errors and piper optimization is proposed 

from the following equations: 

Here initialize the population bpL as the best searching 

term to detect cardiac disease and the below equation 
becomes 

 

)(wKLL bsYbp           (7) 

 

Where YL is the collision avoidance, bpL is the positions of 

the searching term that will not collides between additional 

the searching criteria, )(wKbs denotes the present position 

of searching criteria, q denotes the present iterations in 

searching area. 

 

)/( MaxhhY iterLwLL           (8) 

 

Where, Maxiterw ,....2,1,0          (9) 

Where hL denotes the controlling frequencies to change the 

variable YL  is linear lower from hL  to 0 , and if limitation

YL =2 i.e. assuming, the variables will lesser from 2 to 0 

and then the value is 2 then the step is going on up to 
assuming the values. 

 

Step 2: Random generation 

After the collision avoidance process then to converge the 
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probing measures near the way of best neighbors. xByK are 

the best probing measures and the equation is given below. 

 

)()(( wKwKLM btxvrXby        (10)

  

Initialization

Generate the initial Population 

and position of the input image

Determine the detection by 

EKNN-SPO

Optimize the Cardiovascular 

disease using SPO

Halting criteria 

min(CVD) is met

Termination

        No

Yes

Minimization of cardiovascular 

disease

)( maxiterqwhile 

Update optimal solution and 

return the best solution

 
Figure 2: Flow chart for CVD 

 

AccL  is the random variable and it is responsible for better 

accuracy AccL Is derived as: 

 

randAcc QL  5.0        (11) 

Where randW a random number is lies on range of [0, 1]. 

 

Step 3: Fitness Function 

From the initialized values, the random number of solutions 

is created.  The fitness function of solution is evaluated and 

the objective function is represented in an optimization of 

function   in equation (6). 

 

Step 4: Update the position using sand piper 

optimization (SPO) algorithm 

In this step , SPO assigns the current best solution for the 
cardio vascular disease (CVD). Sandpiper is used to 

optimize the CVD and gives the best probing measures for 

the optimization. 

Then update the position by sand piper’s optimization 

behavior using the following equation (13) probing 

measures are derived as: 

 

blbkbp VLN           (12) 

 

Substitute equation 7 and 10 in equation 12 to update the 

space and to measure the CVD. 
 

)()(( wKwKLLVLN btxvrXAblbkyl      (13) 

 

Where ylN  denotes the space in the CVD measures and 

the excellent right probing measures. 

At the position of the detection the sandpiper may 
change its position and angle and to analyze the correct 

position to examine the images at entire points over the 

cardiac cycle. Then Sand pipers can generates the spiral 

behaviour to analyze the image. Then the 3-dimensional 

view of the cardiac cycle is given below: 

 

)(sin' acQJ radius                                                        (14) 

 

)(cos' acQF radius                                                      (15) 

 

aQW radius'
                      (16) 

 
cjrq           (17) 

 

Where, radiusQ denotes the radius of every spin, a is the 

variable lie in the range of ]20[ C t and a  denote the 

spiral shape constant and   denotes the base of the natural 

algorithm. Then consider the values j  and r  is 1 and it 

behave as constant then the updated equation is (19) 
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Step 5: Minimization of cardiovascular disease 

Let us consider the constant values 
1.. ju

 then the shape 

of the image become complex. So, the position is updated as 

  

)())(()( ''' qNwfjFwN aylylyl                     (18) 

 

Where )(wN yl minimize the cardiovascular disease using 

magnetic resonance heart image and gives the best solution 

for the sandpiper optimization algorithm. 

 

Step 6: Termination 

The sandpiper optimization algorithm optimizes the 

disorders in the cardiovascular diseases in heart using 

equation 18; here both the objective functions and constraint 

functions are taken from magnetic resonance image and 

used to find the disorders in the heart. Finally, the outputs of 

sandpiper optimization (SPO) algorithm are achieved by 

minimizing the cardiovascular diseases in heart based on 

Enhanced KNN Classifier, and the performance metrics are 

shown in table 1. 
 

4. RESULT AND DISCUSSION  

 
In this section, the simulation performance of proposed to 

Enhance KNN classifier interms of Sandpiper optimization 

algorithm is used to optimize the CVD. Here the 

presentation metrics has been estimated using the technical 

metrics, such as Dice metric, mean contour and Hausdorff 

distance, for the clinically refer to LV, LVEDV, RVEDV 

and RVESV. The MATLAB simulations are performed on 

PC with the Intel Core is, 2.50 GHz CPU, 8GB RAM and 

Windows 8. All simulation programs are implemented. Here 
proposed the accuracy, specificity, sensitivity, F-measure, 

Recall are performed in the cardiac disorders. Then the 

performance of the proposed method Sandpiper 

optimization algorithm (SPO)gives better result when 

compared with existing method such as Random Forest 

Classifier (RFC) and principal component analysis (PCA). 

 

5.1 Evaluation Metrics 

 

In this paper, different performance measures are used to 

calculate the results. The accuracy, are evaluated in 
allocation task for the proposed CBIR framework. The 

above-mentioned terms are calculated as,  

      

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 randA WK  5.0        (19) 

 

Where randW a random number is lies on range of [0, 1]. 

 

5.1.1. Dice metrics 

 

The dice metric can be calculated in the automated 

segmentation B and manual segmentation A and the 

equation can be derived as follows: 
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The above equation 7 denotes the values between the 0 and 

1. Then 0 denote no collision and 1 denotes perfect 

agreement. 

 

5.5.2. Mean contour distance 

 

Consider, by  and ay are the dice surfaces equivalent to two 

binary segmentation masks b and a. The mean counter 

distance (MD) is defined as:  
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5.1.3. Hausdorff distance (HD) 

 

Then the Hausdorff distance (HD) is defined as: 
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yz

X



  denotes the minimum 

distance of point l from the points. Then the mean distance 

and the Hausdorff distance calculate the largest distance 

among two surfaces and it is very sensitivity. From equation 

7 and 8 the mean counter and Hausdorff distance is 

calculated and the maximal distance at point Y and the 

segmentation counter bY  and aY . 

 

5.1.4. Ejection Fraction 

  

Ejection Fraction (EF) is a vital cardiac parameter to 

identify the cardiac output. And it is defined as  

 

%100



EDV

ESVEDV
EF        (23) 

 

Where EDV implies end – diastolic volume and ESV 

implies end systolic volume.  

 

5.1.5. myocardial Mass 

 

The myocardial mass (M. mass) and myocardial volume (M. 

volume) is defined as 

 

)/(06.1volume(cm)-MM.mass 33 cmgram      (25) 

 

Then the performance metrics shows the LV, LVEDV, and 
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LVESV, LVM; RV, RVEDV and RVESV.     

 

5.2. Simulation Phase 1: MRI Medical Image for Cardio 

vascular disease (CVD) 

 

The below figure 3 shows the segmented image for the 

cardio vascular disease using magnetic resonance image 
(MRI) [29, 30]. The segmentation process is done by using 

the proposed algorithm namely sandpiper optimization 

algorithm. The below figure shows that automated 

segmented MRI image. 

The segmented images are calculated by using the Dice 

metric, mean contour and Hausdorff distance for Left 

ventricle. In this the Left ventricle end diastolic volume, left 

ventricle End systolic volume are diagnosed using MRI 

image technique by using sand piper optimization (SPO) 

algorithm. The input image shows the Left ventricle MRI 

image shows the abnormalities in the left ventricle wall 

position then the image is diagnosed during the End 

diastolic volume, then also a cavity is found in the wall of 

the heart and then diagnosed the wall after segmentation 
process. After analyzing the End Systolic wall thickness of 

the heart, the cavity is found that is recognized and 

diagnosed using the sand piper optimization algorithm. 

Then the image variations are calculated by using fully deep 

convolution Network, Deep convolution filters, Dice metric, 

mean contour and Hausdorff distance. 

 

Input image Left Ventricle LVEDV LVSEV Output image

Figure 3: Shows the segmentation figure for Left ventricle 
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Input image Right Ventricle RVEDV RVSEV Output image

 
Figure 4: shows the segmentation figure for Right ventricle 

  

The figure 4 shows the segmented image for the cardio vascular disease using magnetic resonance image (MRI). 
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The segmentation process is done by using the proposed 

algorithm namely sandpiper optimization algorithm. The 

below figure shows the automated segmented MRI image. 

The segmented images are calculated by using the Dice 

metric, mean contour and Hausdorff distance for Left 

ventricle. In this the Left ventricle end diastolic volume 

[31], Left ventricle End systolic volume are diagnosed using 
MRI image technique by using sand piper optimization 

(SPO) algorithm. The input image shows the Left ventricle 

MRI image shows the abnormalities in the left ventricle wall 

position then the image is diagnosed during the End 

diastolic volume, then also a cavity is found in the wall of 

the heart and then diagnosed the wall after segmentation 

process. After analyzing the End Systolic wall thickness of 

the heart, the cavity is found that is recognized and 

diagnosed using the sand piper optimization algorithm. 

Then the image variations are calculated by using fully deep 

convolution Network, Deep convolution filters, Dice metric, 

mean contour distance and Harsdorf distance. 
 

 

5.3. Simulation Phase 1: Performance Comparison of 

various methods 

 

 
Figure 5: Performance Metrics 

 

Figure 5 shows the existing method such as RFC and 

PCA, set the proposed sandpiper optimization (SPO) Shows 

the better performance metrics in Accuracy, Sensitivity, 

Specificity. At the node Accuracy, the proposed sandpiper 
optimization (SPO) algorithm shows the Accuracy, 3.1%, 

6.45%, 6.0%, 4.21% higher than the Existing RFC and PCA 

set the proposed sandpiper optimization (SPO). At the node 

sensitivity the proposed sandpiper optimization (SPO) 

algorithm shows the Sensitivity, 5.55%, 4.39%, 2.15%, 

5.55% higher than the RFC and PCA, set the proposed 

sandpiper optimization (SPO). At the node Specificity, the 

proposed sandpiper optimization (SPO) algorithm shows the 

Specificity, 6.59%, 8.98%, 5.43%, 2.10% higher than the 

Existing RFC and PCA, set the proposed sandpiper 

optimization (SPO)respectively. 

 

 
Figure 6: Performance Metrics 

 

Figure 6 shows the existing method such as RFC and 

PCA, set proposed sandpiper optimization (SPO) Shows the 

better performance metrics in F-measure, Recall, Matthews 

correlation coefficient (MCC). At the node F-measure, the 
proposed sandpiper optimization (SPO) algorithm shows the 

F-measure, 8.79%, 12.5%,10%,16.47% higher than the 

Existing RFC and PCA, set the proposed sandpiper 

optimization (SPO). At the node Recall the proposed 

sandpiper optimization (SPO) algorithm shows the Recall, 

8.13%, 12.04%, 14.81%, 3.33% higher than the RFC and 

PCA set the proposed sandpiper optimization (SPO). At the 

node Matthews correlation coefficient (MCC), the proposed 

sandpiper optimization (SPO) algorithm shows the 

Matthews correlation coefficient (MCC), 15.18%, 12.34%, 

13.75%,21.33% higher than the Existing RFC and PCA, set 

the proposed sandpiper optimization (SPO)respectively. 
 

 
Figure 7: Technical Metrics and mean values 
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Figure 7 shows the proposed sandpiper optimization 

(SPO) for Technical metrics in Dice metric, Mean Contour 

and Hausdorff Distance. From this graph the various 

technical measures of Dice metric of LV cavity is higher 

than LV myocardium mass and RV. Then the Mean contour 

distance shows the Left ventricle myocardium mass is 

higher than the Left ventricle cavity and Right ventricle 
cavity. Then the Harsdorf Distance shows the Right 

ventricle cavity is higher than the Left ventricle cavity and 

myocardium mass and comparing with existing methods 

such as RFC and PCA, set the proposed sandpiper 

optimization (SPO) respectively. 

 

 
Figure 8: Technical Metrics and standard Deviation 

 

 
Figure 9: Clinical Measures and mean 

 

Figure 8 shows the proposed sandpiper optimization 

(SPO) for Technical metrics in Dice metric, Mean Contour 

and Hausdorff Distance. From this graph the various 
technical measures of Dice metric of LV cavity is higher 

than LV myocardium mass and RV. Then the Mean contour 

distance shows the Right ventricle cavity is higher than the 

Left ventricle cavity and myocardium mass. Then the 

Harsdorf Distance shows the Right ventricle cavity is higher 

than the Left ventricle cavity and myocardium mass and 

comparing with existing methods such as RFC and PCA, set 

the proposed sandpiper optimization (SPO) respectively. 
Figure 9 shows the existing method such as RFC and 

PCA set the proposed sandpiper optimization (SPO) shows 

the improved Technical metrics and mean. At node the Left 

Ventricle End systolic volumes lower than the obese person. 

The LV Mass is lower than the obese person. The RVEDV 

is higher than the obese person. The LVESV is lower than 

the obese person, comparing with existing methods such as 

RFC and PCA, set the proposed sandpiper optimization 

(SPO) respectively. 

 

 
 

Figure 10: Clinical Measures and Standard deviation 

 

From figure 10 shows the existing method such as RFC 

and PCA set the proposed sandpiper optimization (SPO) 

shows the improved Technical metrics and standard 

deviation on LVEDV, LVESV, LVM, RVEDV, and 

RVESV. From the graph, for the normal person at node The 

LVEDV is lower than the obese person. At node the 

LVESV is lower than the obese person. The LV Mass is 
lower than the obese person. The RVEDV is lower than the 

obese person. The LVESV is higher than the obese person, 

comparing with existing methods such as RFC and PCA set 

the proposed sandpiper optimization (SPO) respectively. 

Figure 11 shows the manual mode of proposed 

sandpiper optimization (SPO), shows the better clinical 

measures and mean in Left ventricle stroke volume, left 

ventricular ejection fraction, left ventricular cardiac output, 

Right ventricular stroke volume, Right ventricular Ejection 

fraction, Right ventricle cardiac output. At node Left 

ventricle stroke volume, the manual observation is higher 

than the observation 1, 2, 3. At the node Left ventricle 
ejection fraction the manual observation is higher than the 

observation 1, 2, 3. At the node Left ventricle cardiac output 

the manual and observation value is equal when compare 
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with observation 1, 2. At the node Right ventricle stroke 

volume the observation 1 is higher than the manual output 

and observation 2, 3. At the node Right ventricle ejection 

fraction observation 3 is higher than the manual output and 

observation 1, 2. At the node Left ventricle cardiac output 

the manual output is higher than the observation 1,2,3 and 

comparing with existing methods such as RFC and PCA, set 
the proposed sandpiper optimization (SPO) respectively. 

 

 
Figure 11: Clinical Measures and mean 

 

5. CONCLUSION 

 

In this paper, to detect the Cardio vascular Diseases (CVD) 

in Heart is identified by the method Enhanced KNN 

Classifier using the proposed algorithm known as Sandpiper 

optimization algorithm (SPO) in clinical basis. In this, the 

use of CVD- MRI image is taken as the input image then the 

disease is optimized using Sand piper optimization 

algorithm. The complications in LVEDV, LVESV, LVM, 

RVEDV, RVESV are optimizes using the proposed method 

sandpiper algorithm (SPO). In this a cavity is noticed and 

that cavity is diagnosed using this method and then the 
image is analyzed using Dice metric, mean contour, and 

Hausdorff distance Method. The experimental outcomes 

demonstrate that proposed system sandpiper shows the 

better performance such as accuracy of proposed system 

shows the 3.56%, sensitivity shows 6.45%, Specificity 

shows 8.554%. F-measure shows the 4.556%, Recall shows 

the 9.57%, for compared with different nodes when 

compared with the existing method RFC and PCA set the 

proposed sandpiper optimization (SPO) respectively. 
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